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Abstract

We study the performance of the discriminatory price auction under the uniform bidding interface,
which is one of the popular formats for running multi-unit auctions in practice. We undertake an equi-
librium analysis with the goal of characterizing the inefficient mixed equilibria that may arise in such
auctions. We consider bidders with capped-additive valuations, which is in line with the bidding format,
and we first establish a series of properties that help us understand the sources of inefficiency under
mixed strategies. Moving on, we then use these results to derive new lower and upper bounds on the
Price of Anarchy of mixed equilibria. For the case of two bidders, we arrive at a complete character-
ization of inefficient equilibria and show an upper bound of 1.1095, which is also tight. For multiple
bidders, we show that the Price of Anarchy is strictly worse, improving the best known lower bound
for submodular valuations. We further present an improved upper bound of 4/3 for the special case
where there exists a "high” demand bidder. This class of instances is believed to be representative of the
worst-case inefficiency, and therefore our results strengthen the perception that such auctions can work
well in practice in terms of the generated social welfare. Finally, we also study Bayes-Nash equilibria,
and exhibit a separation result that had been elusive so far. Namely, already with two bidders, the Price
of Anarchy for Bayes-Nash equilibria is strictly worse than that for mixed equilibria. Such separation
results are not always true (e.g., the opposite is known for simultaneous second price auctions) and reveal
that the Bayesian model here introduces further, albeit to a small extent, inefficiency.

1 Introduction

Multi-unit auctions form a quite popular transaction mean for selling multiple identical units of a single
good. They have been in use for a long time, and there are by now several practical implementations across
many countries. Some of the most prominent applications involve government sales of treasury securities to
investors [6], as well as electricity auctions (for distributing electrical energy) [18]. Apart from governmental
use, they are also run in other financial markets, and they are being deployed in various platforms, including
several online brokers [16]. In the economics literature, multi-unit auctions have been a subject of study ever
since the seminal work of Vickrey [23], and some formats were conceived even earlier, by Friedman [11].

The focus of our work is on the welfare performance of the discriminatory price auction, which is also
referred to as pay-your-bid auction. In particular, we study the uniform bidding interface, which is the
format most often employed in practice. Under this format, each bidder submits two parameters, a monetary
per-unit bid, for her willingness to pay per unit, along with an upper bound on the number of units desired.
Hence, each bidder is essentially asked to declare a capped-additive curve (a special case of submodular
functions). Given the bids, the auctioneer then allocates the units by satisfying first the demand of the bidder
with the highest monetary bid, then moving to the second highest bid, and so on, until there are no units left.
As a price, each winning bidder pays his bid multiplied by the number of units received.



Multi-unit auctions have received considerable attention in the literature, given their practical appeal.
Since these mechanisms are not truthful, in the more recent years, a few works have already studied the social
welfare guarantees that can be obtained at equilibrium. The outcome of these works is quite encouraging
for the discriminatory price auction. Namely, pure Nash equilibria are always efficient, whereas for mixed
and Bayes-Nash equilibria, the Price of Anarchy is bounded by 1.58 [9] for submodular valuations. These
results suggest that simple auction formats can attain desirable guarantees and provide theoretical grounds
for the overall success in practice.

Despite however these positive findings, there has been no progress on improving the current Price
of Anarchy bounds. The known lower bound of 1.109 by [8] is quite far from the upper bounds derived
by the commonly used smoothness-based approaches, [9, 22], which however do not seem applicable for
producing further improvements. We believe the main difficulty in getting tighter results is that one needs to
delve more deeply into the properties of Nash equilibria. But obtaining any form of characterization results
for mixed or Bayesian equilibria is a notoriously hard problem. Even with two bidders it is often difficult to
describe how the set of equilibria look like.

1.1 Contribution

Motivated by the previous discussion, in Section 3.3 we initiate an equilibrium analysis for enhancing our
understanding of mixed equilibria. We consider bidders with capped-additive valuations, which is a subclass
of submodular valuations, and consistent with the bidding format. Our results can be seen as a partial
characterization of inefficient mixed equilibria, and our major highlights include both structural properties
on the demand profile (see Theorem 14), as well as properties on the distributions of the mixed strategies
(see Corollary 20, Theorem 22 and Lemma 24).

Moving on, in Section 4, we use these results to derive new lower and upper bounds on the Price of
Anarchy of mixed equilibria. For the case of two bidders, we arrive at a complete characterization of
inefficient equilibria and show an upper bound of 1.1095, which is also tight. For multiple bidders, we show
that the Price of Anarchy is strictly worse, which also improves the best known lower bound for submodular
valuations [8]. We further present an improved upper bound of 4/3 for the special case where there exists a
“high” demand bidder. We believe these latter instances are representative of the worst-case inefficiency that
may arise, and refer to the relevant discussion in Section 4.2. To summarize, our results show that in several
cases, the Price of Anarchy is even lower than the previous bound of [9] and strengthen the perception that
such auctions can work well in practice in terms of generated welfare.

Finally, in Section 5, we also study Bayes-Nash equilibria, and we exhibit a separation result that had
been elusive so far, even under more general valuations: already with two bidders, the Price of Anarchy for
Bayes-Nash equilibria is strictly worse than for mixed equilibria. Such separation results, though intuitive,
do not hold for all auction formats (see e.g. simultaneous second price auctions when bidders have submod-
ular valuations [7]) and reveal that the Bayesian model here introduces a further source of inefficiency.

1.2 Related Work

For an exposition on multi-unit auctions and their earlier applications, we refer to the books [14] and [15].
For more recent works on applications, we refer to [6, 12, 18], for treasury bonds, carbon licence auctions,
and electricity auctions, respectively.

Regarding the inefficiency of equilibria, [1] was among the first works that studied the sources of inef-
ficiency in multi-unit auctions. For the discriminatory price auction, the Price of Anarchy was later studied
in [22], and the currently best upper bound has been obtained by [9], which is e/(e — 1) &~ 1.58 for bid-
ders with submodular valuations (both for mixed and for Bayes-Nash equilibria). These results exploit the
smoothness-based techniques, developed by [19, 22]. One can also obtain slightly worse upper bounds for



subadditive valuations, by using a different methodology, based on [10]. As for lower bounds, the only con-
struction known for submodular valuations is by [8], showing that the Price of Anarchy is at least 1.109. In
parallel to these results, there has been a series of works on the inefficiency of many other auction formats,
ranging from multi-unit to combinatorial auctions, see among others, [4, 5, 7, 10].

Apart from social welfare guarantees, several other aspects or properties of equilibrium behavior have
been studied. Recently in [17] a characterization of equilibria is given for a model where the supply of units
can be drawn from a distribution. In the past, several works have focused on revenue equivalence results
between the discriminatory price and the uniform price auction, see e.g. [2, 20]. On a different direction,
comparisons from the perspective of the bidders is carried out in [3].

2 Notation and Definitions

We consider a discriminatory price multi-unit auction, involving the allocation of & identical units of a single
item, to a set N = {1,...,n} of bidders. Each bidder ¢ € N has a private value v; > 0 which reflects her
value per unit and a private demand d; € Z, which reflects the maximum number of units bidder 7 requires.
Therefore, if the auction allocates x; < k units to bidder 4, her total value will be min{x;, d;} - v;. We note
that this class of valuations is a subclass of submodular valuations, and includes all additive vectors (when
d; = k). We will refer to them as capped-additive valuations.

We focus on the following simple format for the discriminatory price auction, which is known as the
uniform bidding interface. The auctioneer asks each bidder ¢ € A to submit a tuple (b;, ¢;), where b; > 0,
is her monetary bid per unit (not necessarily equal to v;), and g; is her demand bid (not necessarily equal
to d;). We denote by b = (b1, ..., b,) the monetary bidding vector, and similarly q will be the declared
demand vector. For a bidding profile (b, q), the auctioneer allocates the units by satisfying first the demand
of the bidder with the highest monetary bid, then moving to the second highest bid, and so on, until there
are no units left. Hence, all the winners have their demand satisfied, except possibly for the one selected
last, who may be partially satisfied. Moreover, we assume that in case of ties, a deterministic tie-breaking
rule is used, which does not depend on the input bids submitted by the players to the auctioneer (e.g., a fixed
ordering of the players suffices).

For every bidding profile (b, q), we let z;(b,q) < ¢; be the number of units allocated to bidder 1.
In the discriminatory auction, the auctioneer requires each bidder ¢ to pay b; per allocated unit, hence a
total payment of b; - x;(b,q). The utility function of bidder i € N given a bidding profile (b, q) is:
U; (b, q) = mln{xl(b, q), dz}vz — X (b, q)bz

Viewed as games, these auctions have an infinite pure strategy space, and we also allow bidders to play
mixed strategies, which are probability distributions over their set of pure strategies. When each bidder i €
N uses a mixed strategy G, she independently draws a bid (b;, ¢;) from G;. We referto G = x!'_;G; as the
product distribution of bids. Under mixed strategies, the expected utility of a bidder i is E(p, q)~q[ui(b, q)].

Definition 1. We say that G is a mixed Nash equilibrium when for all i € N, all b; > 0 and all ¢, € Z

IE uz b) > E ul b,I“b_,L s 7?7 —i .
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We note that in any equilibrium, if a bidder ¢ declares with positive probability a bid that exceeds v;, she
should not be allocated any unit, since such strategies are strictly dominated by bidding the actual value v;.

Fact 2. Let G be a mixed Nash equilibrium. The probability that a bidder 7 is allocated some units, condi-
tioned that she bids higher than v;, is 0.

In the sequel, we focus on equilibria, where the monetary bids never exceed the value per unit.



Given a valuation profile (v,d), we denote by OPT(v,d) the optimal social welfare (which can be
computed very easily by running the allocation algorithm of the auction with the true value and demand
vector). We also denote by SW(G) the expected social welfare of a mixed Nash equilibrium G, i.e.,
equal to By, q)~c[>_; min{z;(b, q), d; }v;]. The Price of Anarchy is the worst-case ratio %((‘(’3‘51) over all

valuation profiles (v, d), and equilibria G.

3 Towards a Characterization of Inefficient Mixed Equilibria

In this section, we derive a series of important properties, that help us understand better how can inefficient
equilibria arise. These properties will help us analyze the Price of Anarchy in Section 4. All missing proofs
from this section and all subsequent sections, can be found in the Appendix.

3.1 Mixed Nash Equilibria with Demand Revelation

Our first result is that it suffices to focus on equilibria where bidders truthfully reveal their demand, resulting
therefore in a single-parameter strategy space for the bidders.

Theorem 3. Let (v, d) be a valuation profile, and G be a mixed Nash equilibrium. Then, for every i € N/,
and in every pure strategy profile (b;, q;) ~ G;, we can replace ¢; by d; so that the resulting distribution
remains a mixed Nash equilibrium with the same social welfare.

We prove the above theorem by a series of lemmas. The first step is the next lemma, showing that
it suffices to consider only equilibria, where nobody declares a demand bid that is lower than their true
demand.

Lemma 4. Let G be any mixed Nash equilibrium and G/, be the same as G; after replacing any ¢; < d; with
d;. Then G’ is also a mixed Nash equilibrium with the same social welfare.

The next step is to prove (in Lemma 5) that if >, d; > k, then it is sufficient to consider only Nash
equilibria, where nobody declares more demand that their true demand.

Lemma 5. Suppose that ) . d; > k and let G be any mixed Nash equilibrium where nobody declares less
demand and G be the same as G; after replacing any ¢; > d; with d;. Then G’ is also a mixed Nash
equilibrium with the same social welfare.

The remaining case that has not been covered by Lemma 5, is when the total demand does not exceed
k: Zl d; < k. But as we show below, these are efficient equilibria.

Lemma 6. If ), d; < k then the social welfare of any mixed Nash equilibrium is optimal.

Proof of Theorem 3. The proof follows by combining Lemmas 4, 5 and 6. (|

3.2 Existence of Non-empty-handed Bidders

For the rest of the paper we consider only strategy profiles where the bidders’ demand bid matches their
true demand. The main goal of this subsection is to derive Theorem 14, which is a crucial property for
understanding the formation of inefficient mixed equilibria. To proceed, we give first some further notation
to be used in this and the following sections.



Further notation. Given Theorem 3, instead of using distributions on tuples (b;, g;), we suppose that
each bidder i« € N independently draws only a monetary bid b; from a distribution B; and we refer to
B = x!', B; as the product distribution of monetary bids or just bids from now on. For a bidding profile b,
the utility of a bidder ¢ will simply be denoted as u;(b), instead of u;(b, d). Definition 1 is also simplified,
and we say that B is an equilibrium if Ey,g[u;(b)] > Ep_ B, [ui((b;, b_;))], for any ¢ and any b, > 0.
Similarly, the social welfare of a mixed Nash equilibrium B is given by just S (B) instead of SW(G).

For a mixed strategy bidding profile B, we denote by W (B) the set of bidders with positive expected
utility, i.e., W(B) = {j : Ep~B[uj(b)] > 0}, and let By = X;cp(B)Bi. Moreover, the support of a
bidder 7 in B is the domain of the distribution B;, that ¢ plays under B, denoted by Supp(B;). We denote
by ¢(B;), h(B;) the leftmost and rightmost points in the support of bidder 4. In particular, if the rightmost
part of the domain of B; is a mass point b or an interval [a, b] then h(B;) = b, and similarly for ¢(B;) (in
cases of distributions over intervals, we can always assume that the domain contains only closed intervals,
because the endpoints are chosen with zero probability). We further denote by ¢(Byy ), h(Byy ) the leftmost
and rightmost points of the union of all the supports of W (B).

For i = 1,...,n we denote by F; the CDF of B; and by f; their PDF. Moreover, given a profile
b, it is often useful in the analysis to think of the vector of winning bids that a bidder 7 faces, denoted
by B(b)_;, = (Bi(b=i),...,Br(b_;)). Here 3;(b_;) is the j-th lowest winning bid of the profile b_;,
for 5 = 1,...,k. This implies that, under profile b, bidder ¢ is allocated j = 1,...,k — 1 units when
Bj(b_;) < b; < Bj+1(b_;) and k units when S (b_;) < b;. We note that because we focus on the uniform
bidding interface, some consecutive 3; values may coincide and be equal to the bid of the same winning
bidder. Whenb_; ~ B_;, fort =1,...,nand j = 1,...,k, we denote the CDF of the random variable

,Bj (b_z) as Flj

Fact7. Let B_; be a product distribution of bids. Then for all @ > 0, where no bidder other than (possibly)

1 has a mass point,
d
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Given a bidding profile B, for any bidder ¢+ we define
() =

to be the average CDF of the winning bids that bidder 7 competes against. Note that F;wg is a CDF since it
is the average of a number of CDFs.

Remark 8. We remark that the £ ;j functions are right continuous as CDFs and moreover if the F; functions
have no mass pomt the same holds for the FU functions. Additionally, if for any ¢ the FU functions are
continuous, so the Favg is as the average of continuous functions.

We start by ruling out certain scenarios that cannot occur at inefficient equilibria. Our first finding is that
we can safely ignore bidders with zero expected utility, since in any inefficient mixed Nash equilibrium they
do not receive any units.

Lemma 9. Any mixed Nash equilibrium B with at least one bidder with zero expected utility, but positive
expected number of allocated units, is efficient.

Next, we show that to have inefficiency at an equilibrium, there must exist at least two bidders with
positive expected utility.



Lemma 10. Let (v,d) be a valuation profile and B be an inefficient mixed Nash equilibrium. Then,
W(B)| > 2.

The next warm-up properties involve the expected utility of a bidder under an equilibrium B, conditioned
that she bids within a certain interval or at a single point. We start with Fact 11, which is a straightforward
implication of the equilibrium definition, and proceed by arguing that no two bidders may bid on the same
point with positive probability. Theorem 13 concludes by stating the main property regarding the utility of
bidders when bidding in their support.

Fact 11. Let B be an equilibrium. For a bidder ¢, consider a partition of Supp(B;) (or of a subset of
it) into smaller disjoint sub-intervals, say I1,..., I, such that B; has a positive probability on each sub-
interval (mass points may also be considered as sub-intervals with zero measure). Then, it should hold that
Epslui(b) | b; € I,] = Epp[ui(b)] forevery r =1,...,¢.

Observation 12. In any mixed Nash equilibrium B there can be no bidders 7, j € W (B) and point z such
that Pr[b; = z] > 0 and Pr[b; = z] > 0.

Based on Fact 11, we can obtain the following point-wise version. Variations of the version below have
also appeared in related works, see e.g., [8].

Theorem 13. Consider a bidder 7, and a mixed Nash equilibrium B. Then for any z € Supp(B;), where no
other bidder has a mass point, Ey, ..g_,[ui(z,b_;)] = Ep.p[ui(b)].

The main theorem of this section follows, stating the existence of a special bidder that always receives
at least one unit that we call non-empty-handed.

Theorem 14. Let (v, d) be a valuation profile, and let B be a mixed Nash Equilibrium. If W (B) > 1, then
there exists a bidder ¢ € W (B), such that

Yo o dj<k-1.

JEW(B)\{i}

Proof. On the contrary, assume that for every i € W (B), it holds that ZjGW(B)\{i} dj > k. Letibea
bidder for which ¢ = ¢(By) € Supp(B;). We will distinguish the following cases.

Case 1: There exists an interval in the form [¢, ¢ + €], on which B; has a positive probability mass and on
which the bidders of W (B) \ {i} have a zero mass. We note that we also allow ¢ = 0, i.e., that ¢ has a mass
point on ¢ and the other bidders do not. This means that when bidder ¢ bids within [¢, £ + €], all the other
bidders from W (B) are above him. Since we assumed that the total demand of W (B) \ {i} is at least k, this
means that bidder 7 does not win any units in this case. Since 7 bids with positive probability in [/, ¢ + €],
Ep~B[ui(b)] = 0, which is a contradiction to Fact 11.

Case 2: By Observation 12 it cannot be the case that bidder ¢ and some other bidder have a mass point on /.
Case 3: Any mass point that may exist by the bidders is at a point x > ¢, and there is also no interval starting
from ¢ that is used only by bidder 7. Hence, there exists an interval [ in the form I = [/, ¢ + €] for some
small enough € > 0, and a bidder j € W(B) \ {i}, such that both B; and B; contain I in their support, and
have positive probability mass on I without mass points (there can be even more than just one such bidder
-

By Theorem 13, we obtain that Ey, ,.p_,[ui(¢,b_;)] = u. But this is a contradiction, because by
bidding ¢, bidder i ranks lower than all other bidders of W (B) with probability one. By our assumption
that > JeW (B)\{i} d; > k, there are no units left for ¢ when she ranks last among W(B), and therefore,
Eb,in,i[ui(& b_z)] =0 7& u. O

Next we give as a corollary that if all bidders have unit demand, any mixed Nash equilibria is efficient.



Corollary 15. Let (v, d) be a valuation profile with only unit-demand bidders, i.e., d; = 1 for all 7. Then
any mixed Nash equilibrium B is efficient.

Proof. If |[W(B)| < 2 then, by Lemma 10, B is efficient. If |IW(B)| > 2, by Theorem 14 there exist
at most k bidders with positive expected utility. The rest of the bidders have zero expected allocation by
Lemma 9, otherwise B is efficient. The only way that B is inefficient is if there exist bidders ¢ and j with
v; < vjand i € W (B) whereas j ¢ W (B). In such a case, E[z;(b)] > 0 and if bidder j bids v; + ¢ < vj,
Elz;(v; +¢,b_;)] > E[z;(b)] > 0, which results in a positive expected utility for bidder j contradicting
the fact that B is a Nash equilibrium. O

3.3 Properties of the support and the CDF's of Mixed Nash Equilibria

Theorem 14, that guarantees the existence of a non-empty-handed bidder, will help us to establish a set of
further properties that characterize the structure of inefficient mixed Nash equilibria. These properties (and
especially Theorem 22) will be important to establish the inefficiency results that follow.

We start with an observation regarding the highest bid of any bidder ¢ € W (B) which should be strictly
less than v;.

Observation 16. For any bidder i € W(B), h(B;) < v;.

Proof. Suppose on the contrary that for some i € W(B), h(B;) = v;. Then, by Theorem 13, Ey,g[u;(b)] =
Ep_,~B_,[ui(vi,b_;)] = 0, which contradicts the fact that i € W (B). O

The next lemma shows that at any equilibrium B, bidders who are not non-empty-handed cannot have
higher bids in their support than the support of the non-empty-handed bidders. Additionally, any bidder who
is non-empty-handed does not have a reason to use bids that are higher than the maximum bids of all other
winning bidders. The reason is that if such differences existed, then there would be incentives to win the
same number of units by lowering one’s bid.

Lemma 17. Let (v, d) be a valuation profile and B be an inefficient mixed Nash equilibrium. Then, for any
non-empty-handed bidder i, it holds that h(B;) = h(Byn ;3) = h(Bw).

Next we show that no bidder may be the only bidder bidding in any point or interval.

Lemma 18. Let (v,d) be a valuation profile and B be a mixed Nash equilibrium. For all i € W (B), it
holds that Supp(B;) C UjGW(B)\{i} Supp(Bj).

Lemma 19. Let (v, d) be a valuation profile and B be an inefficient mixed Nash equilibrium.

1) There exists no bidder : € W (B) and no point z € Supp(B;) \ {{((Bw )}, with Fj(z) > lim,_,,- F;(2),
i.e., there are no mass points among the bidders of W (B), except possibly the leftmost endpoint of all
bidders’ distributions.

2) At most one bidder i € W (B) may have a mass point on ¢{(Byy), i.e., Pr[b; = {(Bw)] > 0,and i is a
non-empty-handed.

By combining Theorem 13 and Lemma 19 we get the following Corollary.

Corollary 20. For any inefficient mixed Nash equilibrium B the following hold:

1) For any bidder i and z € Supp(B;) \ {¢/(Bw)}, Ep_,~B_,[ui(z,b_i)] = Ep.p[ui(b)].

2) If there exists a bidder ¢ with Pr[b; = £(Byy)] > 0, then 7 is a non-empty-handed bidder and
Eb_~B_,[ui(((Bw), b_i)] = Ep~g[ui(b)].

3) If no non-empty-handed bidder exists with mass point on ¢(Byy), for any bidder i with ¢(By) €
Supp(Bi), Eb_,~B_; [ui({((Bw),b_)] = Epp[ui(b)].



Observation 21. For any inefficient mixed Nash equilibrium B, either there exists a bidder i € W (B) with
mass point on /(Byy) and this is a non-empty-handed bidder, or there are at least two non-empty-handed
bidders of W (B) with ¢(Byy) in their support.

Proof. If there exists a bidder ¢ with mass point on ¢(Byy), then by Lemma 19 7 is a non-empty-handed
bidder. If there is no such bidder then we argue that no bidder j € W (B) that is not non-empty-handed has
¢(Byy) in their support.

Suppose on the contrary that £(Byy) € Supp(B;) for some bidder j that is not non-empty-handed. Then
since no bidder has a mass point on /(Byy ), everybody bids above ¢(Byy ) with probability one, leaving j
with no units while bidding £(By ). By Corollary 20, Ep.glu;(b)] = Ep_,~B_;[u;({(Bw),b_;)] = 0
contradicting the fact that j € W (B).

By Lemma 18 there are at least two bidders bidding on ¢(Byy ), which concludes the proof. O

Given any (inefficient) equilibrium, the next theorem specifies the average CDF of the winning bids that
bidder ¢ competes against, i.e., F/"Y, in i’s support.

Theorem 22. Let (v, d) be a valuation profile and B be an inefficient mixed Nash equilibrium. Then, for
i € W(B), the CDF F;"Y satisfies

frav Uj
F™(z) = di(vi—2)’ Vz € Supp(B;)

for some constant u; = Ep.g[u;(b)] > 0.

Proof. Fix a bidder i« € W(B). For all intervals I C Supp(B;), by Corollary 20 it must be that for all
z €I\ {(By)
E i ,b,i = E i b)| = i .
b By lui(z bl = E (ui(b)] =ui >0

The above equality is equivalent to

Ug Fav Usg
E i(z,b_;)] = & ") = —>r—
b,iNB,i[xl(Zv Z)] v — 2 7 (Z) dz(vz _ Z) ’

for all z € Supp(B;). The last equivalence is due to Fact 7. The theorem follows since F{**Y is right
continuous. 0

A corollary of Theorem 22 is that the union of the support of the winners is an interval.

Corollary 23. Let (v, d) be a valuation profile and B be an inefficient mixed Nash equilibrium. Then, for
every bidder i € W(B), U;cw )\ (i3 Supp(B;) = [((Bw ), h(Bw)].

The final lemma of this section shows that the rightmost point in the support of B can be expressed as a
function of the parameters of certain non-empty-handed bidders.

Lemma 24. Let (v, d) be a valuation profile and B be an inefficient mixed Nash equilibrium. Leti € W (B)
be the non-empty-handed bidder such that Pr[b; = ¢(By/)] > 0, or if no such bidder exists, then let i be
any non-empty-handed bidder with ¢(Byy ) in his support. We have

; — {(B
h(Bw)=h(B)) =vi— (k- > dj)vd(-W)'
JEW(B)\ {4} ¢



Proof. Let i be the bidder specified by the lemma’s statement; note that such a bidder always exists by
Observation 21. By Lemma 17, h(By) = h(B;), and by applying Corollary 20, it must be that

b By luBi)boi)l= = E - [ui(h(Bi),b-i)]. (1
Moreover,
b,EB,i[ui(h(Bi)’ b_;)] = b,EB,i[%(h(Bi)’ b_i)|(vi — h(By)) = di(vi — h(By)). 2

Equation (2) holds since bidding h(B;) guarantees outbidding every other bidder in the auction and thus
grants d; units to 4 (recall that there is no mass point on h(B;) due to Lemma 19, and therefore the event of
losing due to tie-breaking by bidding h(B;) has probability zero).

On the other hand, note that by the way ¢ has been defined, ¢(B;) = ¢(Byy) and therefore

y By wll(Bi),bg)l =B [ui({(Bw) bi)]
=, E, [m{lBw),bi)(vi — {(Bw))
=(k— Y d)(vi—lBw)), 3)
JEW (B)\{i}

where in the last equality above, we have that k& — JEW (B)\{i} d; > 0, since ¢ is non-empty-handed. By
equating now (2) and (3), the lemma follows. ]

4 Price of Anarchy for mixed equilibria

In this section, we exploit the properties derived so far for mixed Nash equilibria, in order to analyze the
inefficiency of the discriminatory price auction. Since we will be dealing with inefficient equilibria, we
assume that in any valuation profile considered in this section, there are at least two bidders with a different
value per unit.

4.1 The case of two bidders

We pay particular attention to the case of n = 2. This is a setting where we can fully characterize in closed
form the distributions of the inefficient mixed Nash equilibria, and derive valuable intuitions for the worst-
case instances with respect to the Price of Anarchy, that are helpful also for auctions with multiple bidders.
The main result of this subsection is the following theorem, showing that the inefficiency is quite limited.

Theorem 25. For £ > 2, n = 2 and capped additive valuation profiles, the Price of Anarchy of mixed
equilibria is at most 1.1095, and this is tight as k£ goes to infinity.

We postpone the proof of Theorem 25, as we first need to establish some properties regarding the form
of inefficient mixed Nash equilibria with two bidders. For n = 2, a capped-additive valuation profile can
be described as (v,d) = ((v1,dy), (v2,dz)). Recall also that it is sufficient to focus our attention only on
profiles where d; + d2 > k, since otherwise, by Lemma 6 any mixed equilibrium is efficient.

We start our analysis by characterizing the support of inefficient mixed Nash equilibria.

Lemma 26. Let (v,d) = ((v1,d1), (v2, d2)) be any capped-additive valuation profile of two bidders and
B = (By, B2) be any inefficient mixed Nash equilibrium. Then:



1. Supp(B;1) = Supp(B3) = [¢(B1),h(B1)], and ¢(B;1) = 0.
2. h(Bj) takes one of the following values

di +ds — k
| —

di+dy— k
d; 2 '

h(B1) =
(B1) =v o

or h(Bp)=wv

The following theorem specifies the cumulative distribution functions that comprise any inefficient
mixed Nash equilibrium, along with a necessary condition for the existence of such equilibria. For a bidder
1 below, we use the notation v_; and d_; to denote the value and demand of the other bidder.

Theorem 27. Let (v,d) = ((v1,d1), (v2,dz2)) be a capped-additive valuation profile of two bidders and
B = (B, B2) any inefficient mixed Nash equilibrium.

1. The cumulative distribution function of bidder ¢, for i = 1, 2, is

o 1 d,i(v,i — h(Bz))
E<Z)_d1—|—d2—k‘< Vi — 2

— (k- di)> . 4)

2. Furthermore, for ¢ being the non-empty-handed bidder with a mass point at 0, or if no such bidder

. . . . vV d_;
exists, being any non-empty-handed bidder, it holds that o 2

Proof. It is convenient to look into the F*Y distribution to derive the claimed formulas. In the two-bidder
environment, the sole source of competition is a single bidder. Firstly, for any bidder ¢, the other bidder
always obtains k — d; units' and there is a competition for the remaining d; — (k — d_;) = d; + dy — k
units. Therefore, for the competitor of bidder ¢, we have:

d_; 7
it (2) k—di (dy A da — k) ()

fos
(:) = == .

—1

Now by Theorem 22, for z € Supp(B_;) (which is the same as Supp(B;) by Lemma 26), we have

U—;

P =

—1

for some constant u_; > 0. By combining the last two equations and rearranging terms we obtain

1 U—j
Fi(z) = Td <Ui_z —(k:—dl)> .

We now determine the appropriate value for u_; > 0 so that F;(z) is a valid cumulative distribution
function in Supp(B;). It must be that F;(h(B;)) = 1, since h(B;) is the rightmost point in her support.
Hence,

1 U—g
1= —(k —d; i =d_;(v_; — hi(B;)).
di +ds—k <v_i By )> cu (v (B))

This establishes that F;(z) satisfies Equation (4).

The second part of the theorem comes from the fact that the CDFs should also satisfy non-negativity. For
this, let ¢ be the bidder specified by the second part of the theorem’s statement. Then, by using Lemma 24 it
is a matter of simple calculations to see that F;(0) > 0 is equivalent to Uu_: > dJ". Since Fj is increasing,

we have established that this condition is necessary to enforce that F;(z) > 0 for every z € S upp(B;). O

!This is consistent with Theorem 14 since when a bidder is not non-empty-handed, it must be that the demand of the other
bidder is k, and hence, she obtains k£ — d; = 0 free units, as expected.
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Remark 28. By Lemma 26 and Theorem 27, we can see that there can be at most two inefficient equilibria,
depending on how the interval of the support was determined.

Given an equilibrium B, let SW(B) be the expected social welfare derived by B. The next lemma
expresses the social welfare, as a function of the relevant parameters of a profile.

Lemma 29. Let (v,d) = ((v1,dy), (ve, d2)) be a capped-additive valuation profile and B be an inefficient
mixed equilibrium.. Let ¢ be a non-empty-handed bidder such that Pr[b; = 0] > 0 or, if no such bidder
exists, let ¢ be any non-empty-handed bidder. Then, the expected social welfare of the inefficient mixed
Nash equilibrium B is

h(B:) i(vi — h(B; v—i — h(B;
SW(B) _ d_i(v_i—vi) <1 B /0 " C1l2 — <dz( o _hiB )) _ (k; — Cl_z)> (’UZE(ZB;2)d2> +kv; .

We are now ready to prove Theorem 25.

Proof of Theorem 25. The properties established so far imply a full characterization of instances that have
inefficient equilibria. To establish Theorem 25, we will group instances into three appropriate classes and
we will solve an appropriately defined optimization problem that approximates the Price of Anarchy for
each subclass to arbitrary precision.

WLOG, suppose we are given a value profile (v,d) = ((v1,d1), (v2,d2)) of k units such that d; > da.
We define the following two quantities, which we refer to as the normalized demands,

_ _dy
dy =L dy=-2>0. 5
1 k:>0’ 2 k;>0 )

Essentially, we intend to use vy, va, dy and d> as the variables of the optimization problem mentioned before.

Let B be any inefficient mixed Nash equilibrium. With a slight abuse of notation we view the term
h(B;) as a function of the valuation profile parameters, as established by Lemma 26, and define the functions
hi(v,d) = vi% for i = 1,2. We pair these functions with two additional expressions SW;(v,d) for
i = 1,2 which are (scaled) restatements of the social welfare of an equilibrium (as stated in Lemma 29),
solely in terms of the value profile (v, d) and k, and without dependencies on the underlying equilibrium

distributions. The reason we are able to do so, is Theorem 27, which tells us what the CDFs are, in terms of
the valuation profile. The exact form of SW;(vy,ve,d1,ds) fori = 1,2 s

_ _ hi(v,d) 1 T(vi — hi(v.d _ Chi(v.d
SWi(v,d) =d_;(v_;—v;) [ 1 — / e di(vi = hi(v. d)) _ (1-d-) wdz +v; .
0 di+dy—1 (A (v_i—z)z

To continue, let 7 be a non-empty handed bidder with a mass point at 0 or if no such bidder exists, let ¢ be
any non-empty-handed bidder. Then,

kSW;(v,d) = SW(B). (6)

To conclude the proof of the upper bound we solve three optimization problems that we distinguish
based on different cases for the values of the supports; we refer the reader to the appendix for the full proof.

By solving numerically those optimization problems we found out that in the worst case instance vy =
1,v9 = 0.526,d; = 1,dy ~ 0.357. It is not hard to convert the variables to the underlying worst case
instance, which we present in the next paragraph.
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Tight Example. Consider an instance of the discriminatory auction for £ > 2 units and n = 2 bidders.
Bidder 1 has value v; = 1 and d; = k, whereas bidder 2 has a value v, = 0.526 and dy = [0.357k] units.
Let By, By be two distributions supported in [0, df] Note that v > df. In accordance to Equation (4), the
cumulative distribution functions of By and B5 are

da
v — % k—dy =z
= F = .
v —z 2(2) dy 1—=2

It is easy to verify that B = (Bj, B2) is indeed a mixed equilibrium. The optimal allocation is for bidder 1
to obtain all % units and the expected social welfare of B can be easily derived using Lemma 29. The worst
case inefficiency ratio occurs as k£ grows and is approximately 1.1095. O

4.2 Multiple Bidders

We move now to instances with more than two bidders. Inspired by the construction in the previous section,
we provide first a lower bound on the Price of Anarchy. This bound shows a separation between n = 2 and
n > 2 in the sense that equilibria can be more inefficient with a higher number of bidders. It also improves
the best known lower bound of the discriminatory price auction for the class of submodular valuations,
which was 1.109, by [8]. However, the improvement is extremely small.

Theorem 30. For n > 2, and for the class of mixed strategy Nash equilibria, PoA > 1.1204.

The above bound is the best lower bound we have been able to establish, even after some extensive
experimentation (driven by the results in the remainder of this section). It is natural to wonder if one can
have a matching upper bound, which would establish that the Price of Anarchy remains very small even for
a large number of bidders. Recall that from [9], we know already a bound of e¢/(e — 1) ~ 1.58. Although
we have not managed to provide an upper bound that covers all instances, we will provide an improved
upper bound for a special case, for which there is some evidence that it captures worst-case scenarios of
inefficiency. At the same time, we will be able to characterize the format of such worst case equilibria in
these instances.

To obtain some intuition, it is instructive to look at our two lower bounds, the first one in Section 4.1, and
the second one in Theorem 30. One notices that the main source of inefficiency is the fact that the auctioneer
accepts multi-unit demand declarations. When this does not occur (i.e. each bidder requires one unit), we
have already shown in Corollary 15 that mixed Nash equilibria attain optimal welfare. When multi-demand
bidders are present, Theorem 25 shows that in the case of two bidders, the most inefficient mixed Nash
equilibrium occurs when a participating bidder declares a demand for all the units, whereas the opponent
requires a much smaller fraction of the supply. In the example of Theorem 30 above, we have extended
this paradigm for multiple bidders with an arbitrary demand structure but under the assumption that one of
the bidders requires all the units (the additive bidder). Such a setting, of one large-demand bidder facing
competition by multiple small-demand bidders has also been discussed in [3]. Furthermore, there exist other
auction formats that have needed such a demand profile at their worst case instances, see e.g., [5] for tight
examples of the uniform price auction. To summarize, it seems unlikely that the worst instances involve
only bidders with low demand or bidders with small variation on their demands.

Given the above, in the remainder of this section, we will analyze the family of instances where there
exists an additive bidder (with demand equal to k) and where she also has the highest value per unit (in fact
the latter assumption is needed only for the Price of Anarchy analysis but not for the characterization of the
worst-case demand profile and the equilibrium strategies). We strongly believe that this class is representa-
tive of the most inefficient mixed Nash equilibria (which is true already for the case of two bidders).

The main result of this section is the following.

12



Theorem 31. Consider the class of valuation profiles, where there exists an additive bidder o with the
highest value, and an equilibrium B, such that & € W (B). Then, the Price of Anarchy is at most 4/3.

The proof of the theorem is by following a series of steps. The existence of the additive bidder
helps in the analysis, because a direct corollary of Theorem 14 is that the additive bidder is the sole
non-empty-handed bidder (everyone else faces competition for all the units).

Corollary 32 (by Theorem 14). Consider a valuation profile (v, d) with an additive bidder c, that admits
an equilibrium B, such that « € W(B). Then, bidder « is the unique non-empty-handed bidder under B,

thus,
Z di <k-—1.
€W (B)\{a}

To proceed, we ensure that for the instances described by Theorem 31, it suffices to analyze the equilibria
where the bidder « belongs to W (B), i.e., there cannot exist a more inefficient equilibrium B’ of these
instances where o ¢ W (B’). This is addressed by the following lemma.

Lemma 33. Consider a valuation profile, and suppose that it admits two distinct inefficient equilibria, B
and B'. If i € W (B) is a non-empty-handed bidder in B, then i € W (B/).

Proof. Leti € W(B) be a non-empty-handed bidder in B and suppose for contradiction that i ¢ W (B').
We know that Ejew(B)\{i} d;j < k—1. Since B is inefficient, and 7 does not belong to W (B'), by Lemma
6, there must exist a bidder m such that m € W(B') \ W (B).

We can now look more closely on the bidding behavior of bidders i and m in B’. Since i ¢ W (B’), by
Lemma 9 we know that ¢ ranks lower than all other winning bidders with probability one. From this, we
claim that Pry, ~p: [bm > v;] > 0. Indeed if this was not the case, then Pry, p: [by, < v;] = 1, and
bidder 7 would have an incentive to outbid bidder m by bidding a value lower than v; and obtain positive
utility, which is a contradiction. This implies that h(B],)) > v;. By Observation 16 on the maximum bid
submitted by the players of W (B'), this yields that v, > v;.

To obtain a contradiction, we come back to the equilibrium B. Again by Observation 16, h(B;) < v;,
and therefore, Pry, ., [b; < vm,| = 1. But this implies that bidder m has an incentive to outbid bidder ¢ and
obtain a positive utility, which completes the proof. O

Lemma 33 and Corollary 32 guarantee that to prove an upper bound for the instances described by
Theorem 31, we can focus only on the equilibria where the additive bidder belongs to W (B). From now
on, we fix a bidder « and an inefficient equilibrium B, so that « is additive and o € W (B).

Corollary 32 already gives us an insight about the competition in such an equilibrium B. While bidder
a will have to compete against the other bidders of W (B) to win extra units, in addition to those that she is
guaranteed to obtain, each bidder in W (B) \ {«} only competes against «. Each of them is not guaranteed
any units unless she outbids a (bidder « is the only cause of externality for bidders in W (B) \ {a} and
anyone bidding lower than o cannot get any units). If bidder « did not exist, the other winners could be
automatically granted the demand they are requesting since, in total, it is smaller than k£ and hence, there is
no competition among them.

Observation 34. F*"9(z) = F,(z), forevery i € W (B) \ {a}, where F, is the CDF of bidder a.
To proceed, we identify some further properties on the support of the mixed strategies.

Lemma 35. For the equilibrium B under consideration, it is true that:

1. Supp(Ba) = [((Bw ), h(Bw)].
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2. For any two bidders 4, j € W (B)\ {«a} such that v; # v;, the set Supp(B;) N Supp(B;) is of measure
0 (intersection points can occur only at endpoints of intervals).

Lemma 35 suggests that we can group the bidders according to their values (since only bidders with the
same value can overlap in their support). Let 7 < |WW(B) \ {a}| represent the number of distinct values
v1,...,v, that bidders in W(B) \ {a} have. We can partition the bidders of W (B) \ {a} into r groups
Wi(B),...,W,(B) such that, for j = 1,...,r, the bidders in group W;(B) have value v;. Similarly,
we split the support of the winning bidders [/(Byy), h(By )] into 7 intervals, i.e., [((Bw),h(Bw)] =
U= L;(B), where each interval j € {1,...,r} is formed as

LB)= |J Supp(Bi).
1€W;(B)

The following is a direct corollary of Lemma 35.
Corollary 36. Forevery s,t € {1,...,r} with s # t, the set I;(B) N I;(B) is of measure 0.

When all bidders in W (B) \ {«} have distinct values there are precisely |[IW (B)\ {«}| intervals whereas
when they all have a common value, they must be bidding on the entire interval [¢((W (B)), h(W(B))] (the
equilibrium in the 2-bidder case when d; = k, in Section 4.1, is one such example). We sometimes denote
as Io(B) the interval of losing bidders [0, ¢(Byy)], i.e., for the bidders in N\ W (B). Note that given B, the
only criterion for the membership of the support of a bidder 7 in an interval I5(B) is their value.

The next step is quite crucial in simplifying the extraction of our upper bound. We show that the worst
case demand structure for the bidders in W (B) \ {a} is when they all have unit demand.

Theorem 37. For the value profile (v, d) and the equilibrium B under consideration, there exists another
value profile (v’,d’) and a product distribution B’ such that

1. a € W(B’) is an additive bidder and for every bidder i € W (B’) \ {a}, it holds that d; = 1.

2. B’ is a mixed Nash equilibrium for (v/, d’).

3 OPT(vd) _ OPT(v.d)
© TSW(B) SW (B

For the remainder of the section, it suffices to analyze valuation profiles, that possess equilibria where
the members of W (B) are either additive or unit-demand. Recall, that due to Corollary 32, there must
be a unique additive bidder. Hence, we fix an instance given by a valuation profile (v, d), so that at the
equilibrium B, the set W (B) consists of n unit-demand bidders plus the additive bidder «, i.e. n = |W(B)\
{a}|. Moreover, due to the following observation we may assume, without loss of generality, that the support
of each unit-demand bidder has no overlapping intervals with other bidders from W (B) \ {a}.

Lemma 38. Let (v, d) be a value profile and let B be any mixed Nash equilibrium such that the members
of W (B) are all unit-demand bidders aside from one additive. Then, there exists a mixed Nash equilibrium
B’ with disjoint support intervals such that SW(B) = SW (B’).

Therefore, by Corollary 36 and the discussion preceding it, the support of each bidder ¢ = 1,...,n
is [¢(B;), h(B;)]. Note that due to Lemma 35, the unit-demand bidders must cover the entire interval
[{(Bw ), h(Bw)]. Therefore, for a unit-demand bidder ¢ = 1,...,n, it must be that £(B;) = h(B;_1),
assuming for convenience that h(By) = ¢(Byw).

We continue, by understanding further the support intervals and the distributions of the equilibrium B.
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Theorem 39. For the value profile (v, d) under consideration, the following properties hold:

1. For bidder «, we have

a T 14 Ba
M(Ba) = h(B) = h(Biy) = v — (k — m) 2 ).
Moreover, for every unit-demand bidder : = 1,...,n — 1 it holds that
(k = 1)(va = £(Ba)

E(Bz#l) = h(Bl) = Vo — (7)

k—n-+i

2. The CDF F,, of bidder «, is a branch function, so that fori = 1,...,n, F,(z) = F(z) for every
A [h(Bi_l), h(BZ)] with

iy 1T (v By \ vi = h(B)
r = 11 (am) e ®

j=it1 N

Proof. For the first part of the theorem, we can easily obtain the expression for h(B,,), for the additive
bidder a, since she is the sole non-empty-handed bidder, by applying Lemma 24. To obtain the expressions
for the rightmost points of the unit-demand bidders, we study the utility function of bidder « focusing on
the points h(B1), h(Bz), ..., h(By). In fact, by Corollary 20 it must be that the expected utility at all these
points is equal. Since these are the rightmost endpoints of the support of the unit-demand bidders (and none
of them is a mass point for any of them), bidder « is guaranteed i + k — n units when she bids i (B;). This
means that fori =1,...,n—1,

b,arI?B,a[ua(h(Bi)’b_a)] = b,a@B,a[ua(h(Bi—H)’b_a)] =

(k—n+1i)(vg—h(B;)) =(k—n+i+1)(ve — h(B(i+1))).

The above yields a recursive relation, where h(B;) can be obtained as a function of h(B;1). Since h(B,,) =
h(B,) is known, we can use induction and establish (7).
For the second part of the theorem, we use thatfori = 1,...,n,and z € Supp(B;) = [h(B;-1), h(B;)],
we have
E  [ui(z,b-y)]=_E [ui(h(B;),bi)] = Fa(h(Bi))(vi — h(B;)),
b_;~B_; b_;~B_;
where the last equality is by Observation 34, that F**9(z) = F,(z). By using Theorem 22 for F""9(z), we

have F.(h(B h(B
Fu(z) = LalBBD@i =MB)) . 6By, ©)

Vi — 2

To proceed, it is convenient to think of F, as a branch function, with a different branch corresponding
to each support interval of the unit-demand bidders. In particular, we let F' (z) = F,(z) for z € Supp(B;).
Moreover, by Lemma 19 the distribution F,, must have no mass points in its support at any intermediate
point A(B;) fori = 1,...,n — 1. Therefore, since h(B;) belongs both to Supp(B;) and to Supp(Bi41), in
order to have continuity, it must hold that

Fi(h(By)) = FS ™Y (W(By)) Vi=1,...,n—1.
By combining the last two equalities, Equation (9) can be rewritten as

pi (s — PR B(B) (v = h(B))

V; — 2
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Hence, we have expressed F as dependent on the term F:t!(h(B;)). Finally, since we know that
F(h(By)) = 1, we can work inductively and obtain the closed form of each branch F},,, which completes
the proof. O

Having described the structure of the equilibrium B, we can compute its expected social welfare, which
can be verified that it is given by the following expression.

Before stating our upper bound, we present two straightforward inequalities that are a direct consequence
of the definition of a mixed Nash equilibrium. These inequalities will be very useful in obtaining the upper
bound on the Price of Anarchy.

Lemma 40. Consider a value profile (v, d) and any inefficient mixed Nash Equilibrium B with a set W (B)
that consists only of additive or unit-demand bidders. The following properties hold

l. Fori=1,....n—1,m=i+1,...,nandevery z € [h(B,—1), h(B,,)] it holds that

mt ’Uj — h(BJ) > V; — Z Um — h(Bm_l)

S Vi h(Bj_1) — v; — h(B;) U — 2 (10)
2. Fori=2,...,n,m=1,...,i— 1landevery z € [h(By—1), h(Bp)]
[ 2ohB) _ vm—z vi=h(Biy) an
Pt v; —h(Bj_1) = vy — h(Bp,) v; — 2
Proof. Forbidderi =1,...,n—1,andm = i+1,...,n consider a unilateral deviation z € [h(By,—1), h(Bp,)]

of bidder i. Then by the definition of a mixed Nash Equilibrium, Definition 1, it holds that

b—EBfi[ui(Z’ b-i)l < b@B[ui(b)] & Fom(2)(v; — 2).

By substituting the appropriate branches of F,, of Equation (8) the first inequality follow. The reasoning is
identical for the second inequality, although this time a bidder ¢ = 2, ..., n examines a deviation to a lower
intervalm =1,...,7— 1. L]

Lemma 41. Consider a value profile (v, d) and any inefficient mixed Nash Equilibrium B with a set W (B)
that consists only of additive or unit-demand bidders. The expected social welfare is

SW(B) = kva — (k — n)(v Z H ( ‘))>/hh(Bi) ”";ﬁ(f") (ZZ:Z;de.

i=1 j=i+1 (Bi-1)
(12)

Proof of Theorem 31. For brevity we denote ¢(B,) as ¢ and, for j = 1,...,n, we denote h(B;) as h;.
Moreover, by assumption v, > vy,. To simplify calculations, we assume that v, = 1 by rescaling all values
in the instance.

Given a mixed Nash equilibrium B we lower bound the expected social welfare SW (B) described in
Equation (12) as

hi ’Ul'—hi 1—Uz'
SWB)=k—(k—n)1—1¢ Z H < - 1>/h vi—27(1—z)2d2

i=1 j=i+1 i—1

hi Ui—hi 1 hi Ui—hi
—k—(k—n)(1—¢ dz — —d
n Z H ( _hJ 1> </hzl Vi — % (1_2) © //11‘1 (1 _Z)Z ‘

=1 j=i+1
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n n U‘—h‘ h; U‘—h' 1
>k—(k—n)(1-12) (H)/ e dz
z’z;jlll v = hj-1) Jny vi— 2 (1= 2)
hn ,Un_hn hn 1_hn
>k—(k—m)(1-1¢ —————dz>k—(k—n)(1 -/ —_—
> k=m0 [ s b k=1 - 1)

(
)2k - (3)

v

—(k—n)u—@:k—(k—n)(hn—z):k—(k—n)(

k.

vV
=~

The first inequality is due to the fact that for all bidders ¢ = 1, ..., n, it holds that v; > h; by Observation 16.
The second is an application of the mixed Nash equilibrium property encoded by Equation (11) of Lemma
40. The next two inequalities occur by observing that the respective functions are increasing in terms of v,
(which, by assumption, we upper bound with v, < 1) and ¢ (which we lower bound with ¢ > 0). The last
inequality follows by setting = % and minimizing the function s(z) = 1 — 4 2? for z € (0,1). The
theorem follows by observing that the optimal welfare is k, since the additive bidder has the highest value.
O

S A Separation Result between Mixed and Bayesian Price of Anarchy

In this section we move away from mixed Nash equilibria and explore the more general solution concept of
the Bayes Nash equilibrium. We consider the following incomplete information setting. Let (v;, d;) be the
type of bidder i € N. We suppose that the private value v; of a bidder i € N is drawn independently from
a distribution V;. The second part of bidder ¢’s type is his demand d;; for the purposes of this section (we
only construct a lower bound instance), we assume d; to be deterministic private information.

Each bidder ¢ is aware of her own value per unit v; and the product distribution x;V; and decides a
strategy (b;, g;) ~ G;(v;) for each value v; ~ V;. The bidding strategy is in general a mixed strategy. In the
special case that bidder i chooses a single bid (b;(v;), g;) for each drawn value v;, he submits a pure strategy,
where ¢; is not necessarily d;.

Definition 42. Given V = x',V; and d, a profile G(v) is a Bayes Nash Equilibrium if for all i € N, v;
in V;’s domain, b, > 0 and ¢, € Z it holds that

E E hﬁ%uqn}z

uvl b;,v 27 b*i) —1 P (13)
B L oEa () (b—r.t-0)]

E [ E
v_i~V_i [(b_i,q—i)~G_i(v_;)
where u;" (-) stands for bidder ¢’s utility when his value is v;.

We can define the Bayesian Price of Anarchy in the same way as before, where now we compare against
the expected optimal welfare, over the value distributions.

Although in a few other auction formats, the inefficiency does not get worse when one moves to incom-
plete information games, we exhibit that this is not the case here. We present a lower bound on the Bayesian
Price of Anarchy of 1.1204, with two bidders. For mixed equilibria and two bidders, Theorem 25 showed
that the Price of Anarchy is at most 1.1095. Although this difference is small, it shows that the Bayesian
model is more expressive and can thus create more inefficiency. In particular, we stress that the bound ob-
tained here for two bidders is inspired by the same bound of 1.1204 for mixed equilibria in Theorem 30
where we had to use a large number of bidders.

Theorem 43. Forn = 2, k > 2, and capped additive valuation profiles, the Price of Anarchy of Bayes Nash
equilibria is at least 1.1204.
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Remark 44. When k& = 1, there is a lower bound of 1.15 in [13] for the first price auction. However this
requires a very large number of bidders. With k£ = 1 and two bidders, there is a simpler construction in [21]
but it only yields a lower bound of 1.06.
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A Missing proofs from Section 3.1

Proof of Lemma 4. We use first the following auxiliary lemma.

Lemma 45. Let G be any mixed Nash equilibrium where there exists a bidder ¢ such that Pr{b; = v;, ¢; <
d;] > 0 for (b,q) ~ G. Let G} be the same as G; after replacing any ¢; < d; with d;. Then G is also a
mixed Nash equilibrium with the same social welfare.

Proof. First note that Ey, )~ [ui(b,q)] = 0, since bidder i bids v; with positive probability that results

in zero utility (see also Lemma 11). Let 5* , be the random variable expressing the %t maximum payment
under G_;. Then Pr[g* ; < v;] = 0, because if o ; takes a value less than v; with positive probability,
bidder ¢ has an incentive to deviate to a bid less than v; and receive positive utility.

For any bidder j, with v; > v;, and any bidding profile (b,q) ~ G, such that z;(b,q) > 0 and
zj(b,q) < gj, it holds that b; < b; = v; (apart maybe from cases that appear with zero probability).
Then, Pr(z;(b,q] > 0,z;(b,q) < g;) = 0, otherwise there exists a sufficiently small € > 0, such that
bidder 7 has an incentive to deviate to v; + ¢ and receive more units. Therefore, if bidders ¢ and j bid
both v; with positive probability the tie-breaking rule is in favour of player j. The same tie-breaking rule
should be applied when bidder ¢ increases his quantity bid and so, for any bidding profile (b,q) ~ G,
xj(bv q) = xj(bv (diy q-i))-

For any bidder j, with v; < v;, bidder j cannot get any unit by paying less that v; since Pr(gF ;<=
0. Therefore bidder j may receive units with positive probability only if v; = v; and his expected utility is
Zero.

Overall, if bidder ¢ deviates from G; to G/, either the allocation of the players remains the same (so
they still have no incentive to deviate) or they have zero utility (and still no incentive to deviate) and the
allocation may change between bidders of the same valuation; so the expected social welfare remains the
same and the new strategy profile is a mixed Nash equilibrium.

O

We continue now with the proof of Lemma 4. Starting by G, we recursively show that if one by one the
bidders deviate to G, the bidding profile remains an equilibrium with the same social welfare. It is sufficient
to show this for (G}, G_;).

First note that, according to the tie-breaking rule, if ¢ deviates from G; to G/, he can only get more units
as he only declares the same or more demand. Let .S; be the set of bids (b;, ¢;) such that ¢; < d; and

E z;((bi,b_;), (gi,a-))] < E x;((bi,b_;), (di, q—;
o B b el < B (b dian))

It should be that for (b,q) ~ G, Pr[(bi,q;) € Si,b; < v;] = 0, otherwise bidder 7 would increase her
utility by deviating from (b;, ¢;) € S; to (b;, d;). So, the only case that bidder ¢ may increase his allocation
by increasing his demand to d; is when he bids his value, in which case the lemma follows by Lemma 45.

So far we have shown that for any bid (b;, ¢;) such that ¢; < d; and b; < v; the expected allocation to
bidder i remains the same if he deviates to (b;, d;), apart maybe from cases that appear with zero probability.
It remains to show that under (G}, G_;) the allocation to all bidders remains the same. Note that ¢ deviating
from G; to G can only cause other bidders to be allocated less or the same number of units due to the tie
breaking rule. Given any (b;,q;) ~ G; with ¢; < d;, let S_;(b;,q;) = S—; be the set of bidding profiles
(b_;,q—;) ~ G_; such that there exists a bidder j # ¢, receiving less units by the deviation of i, i.e.,
zj(b,q) > z;(b,(d;,q—;)), where b = (b;,b_;), and q = (¢;,q—).

For the sake of contradiction suppose that, under G_;, Pr[(b_;,q—;) € S_;] > 0. By summing over
all bidders but ¢ and taking the expectation over G_;, we have that

E [ ab.q)]> E)NG%[Z z;(b, (di, q-1))] -

bfivqfi NG*Z . . bfiyqu . .
( ) J#i ( J#i
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This means that B, . 4 g, [7i(b,q)] < Ep_, q_,)~c_,[7i(b, (di,q—;))] which leads to a contradic-
tion.
O

Proof of Lemma 5. The proof is established by the following two lemmas.

Lemma 46. For any Nash equilibrium G where nobody declares less demand, if Pr{z;(b,q) > d;] > 0
for (b,q) ~ G, then E[b; | z;(b,q) > d;] = 0.

Proof. Suppose on the contrary that E[b; | z;(b,q) > d;] > 0. We will show that bidder ¢ has an incentive
to declare her true demand instead of a higher demand.

Elui(b,q)] = Prlz;(b,q) > d;|E[ui(b,q) | zi(b,q) > d;] + Pr[z;(b,q) < d;] E[u;(b,q) | zi(b,q) < d;]

= Priz;(b,q) > d&;|E[d;(v; — b;) — (zi(b,q) — d;)b; | zi(b,q) > d;]

+Pr[zi(b,q) < di] E[zi(b, q)(vi — bi) | zi(b,q) < di

= Pr[zi(b,q) > d;|E[d;(v; — b;) | zi(b,q) > d;]
+Pr[zi(b,q) < di] E[zi(b, q)(vi — bi) | zi(b,q)
—Prlzi(b,q) > di] E[(z:(b,q) —
E[u;(b, di, ;)] — Prlzi(b,
E[u;(b, di, q—;)] — Prlz;(b
Efu;(b,di, q-i)] ,

< d;]
di)b; | zi(b,q) > d;]
di) E[(zi(b,q) — di)b; | zi(b,q) > d;]
di] Elbi | zi(b,q) > di]

Z;

q) >
q) >

ARVAN

where the last strict inequality is due to our assumption that E[b; | ;(b, q) > d;] > 0. The lemma follows
by contradiction. O

Lemma47. If ) . d; > k then in any Nash equilibrium G where nobody declares less demand, Pr(z;(b, q) >
d;] = 0 for all i where (b, q) ~ G.

Proof. Suppose on the contrary that there exists a bidder ¢ such that Pr[z;(b,q) > d;] > 0. Then there
is also a bidder j such that Pr[z;(b,q) > d;,z;(b,q) < d;] > 0, otherwise Pr[z;(b,q) > d;,Vj] =1
which contradicts the fact that ), d; > k.

Given that z;(b,q) > d; and z;(b,q) < d;, bidder j bids 0 (apart maybe for cases that appear with
zero probability), otherwise he should have received more units and bidder ¢ less units since by Lemma 46,
bidder ¢ bids 0 and receives at least one unit. Then the expected utility of bidder j can be expressed as:

Eluj(b,q)] = Prlzi(b,q) > di,z;(b,q) < d;] E[z;(b,a)(vj = b;) | zi(b,q) > di, z;(b,q) < dj]
+(1 = Prizi(b,q) > di, z;(b,q) < dj]) E[u;(b,q) | zi(b,q) < d; or z(b,q) > dj]
Pr(z;(b,q) > di,zj(b,q) < d;] E[z;(b,q)v; | zi(b,q) > d;,zj(b,q) < dj]
+(1 = Prlz;(b,q) > di, z;(b,q) < d;]) E[u;(b,q) | zi(b,q) < d; or z;(b,q) > d;].

IN

Consider now the bidding strategy (b, ¢;) where b, = & > 0 when b; = 0 and b; = b; otherwise, for
some ¢ < Pr(z;(b,q) > d;,zj(b,q) < d;]v;/k. If bidder j deviates to this strategy he should receive at
least one more unit since he would bid more than bidder ¢ and his expected utility would be:
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Elu;(b}, b-j,q)] = Prlzi(b,q) > di,zj(b,q) < d;] E[z;(b},b_j,q)(v; — ;) | zi(b,q) > di, z;(b,q) < dj]
+(1 = Prlzi(b,q) > di,zj(b,q) < d;]) E[u; (b}, b_j,q) | zi(b,q) < d; or z;(b,q) > dj]

> Prlzi(b,q) > di, z;(b,q) < dj] E[(z;(b,q) + 1)(v; —¢) | zi(b,q) > d;, z;(b,q) < dj]
+(1 — Pr{z;(b,q) > d;, z(b,q) < d;]) E[u;(b,q) — ke | zi(b,q) < d; or z;(b,q) > d;]
> Efuj(b,q)] + Prlzi(b,q) > di, zj(b,q) < dj](v; — dje)

—(1 — Pr[xi(b,q) > di,xj(b,q) < dj])krs
> E[ul(b,q)] + Pr[xl(b,q) > di,xj(b,q) < dj]vj — ke

where the strict inequality comes from the definition of €. This leads to a contradiction that concludes the
proof. O
O

Proof of Lemma 6. If ) . d; < k, the optimum allocation appears when every bidder with positive valuation
receives a number of units more or equal to their true demand.

For the sake of contradiction suppose that there exists a Nash equilibrium G and a bidder ¢ such that
Priz;(b,q) < d;] > 0 for (b,q) ~ G. Since nobody bids less than their true demand, bidder i receives
less units than d; only because there are either bidders bidding more than their true demand or bidders with
zero valuation receive units (or both). By Lemma 46, we have that Pr[max#i:xj(bgbdj b; = 0] = 0 and
the expected utility of bidder 7 can be expressed as follows:

]E[Ul(b, q)] = P’I“[:Ez(b, q) < dl] E[SL‘Z(b, q)(vl — bl) | CL‘Z(b7 q) < di, max bj = O]
j?éi7$]' (bvq)>dj

+Pr[z;(b,q) > d;] E[d;v; — xi(b,q)b; | zi(b,q) > d;]

Priz;(b,q) < d;| E|(d; — 1)v; | z;(b,q) < d;, max b; =0
(r(b.) < d) El(d: ~ o | (b < i, max by =0

+Pr(zi(b,q) > d;| Eld;v; — zi(b,q)b; | xi(b,q) > di],

IN

where the inequality is due to the fact that in the first term x;(b,q) < d; — 1; further note that in the first
term bidder 7 loses units where the maximum of the other bids is 0, so he should have bid 0.

Consider now the bidding strategy (b}, g;) where b, = ¢ > 0 when b; = 0 and b} = b; otherwise, for
some € < Pr[z;(b,q) < d;]v;/k. Then the expected utility of bidder 7 after deviating to this strategy is:

Elu;(b;,b_;,q)] = Prlz;(b,q) < d;] E[z;(b,,b_;,q)(v; — b}) | z;(b,q) < d, max b; = 0]
j?éiij(bvq)>dj

+Prlzi(b,q) > d;) E[div; — z; (b, b_;, Q)b | zi(b,q) > d;]
Priz;(b,q) < d;]Eldi(vi — ¢) | zi(b,q) < d;, max bj =0

z j#i,xj(b,q)>d;
+Pr(x;(b,q) > d;] E[d;v; — z;(b,q)(b; + ¢) | x;(b,q) > d;]

> Elui(b,q)] + Pr[zi(b,q) < di](v; — die) — Pr{z;(b,q) > d;|ke

> Elui(b,q)] + Pr[zi(b,q) < diJv; — ke

> Elui(b,q)],

where the strict inequality comes from the definition of €. This leads to a contradiction that concludes the
proof. g
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B Missing proofs from Section 3.2

Proof of Lemma 9. Let ¢ be such a bidder. Since ¢ receives at least one unit with positive probability,
it holds that Pr[z;(b) > 0] > 0 for b ~ B. There is only one possible case so that bidder i has zero
expected utility and this is that he bids his valuation when he receives at least one unit (or more accurately,
the probability that he bids less than his value and receives at least one unit is zero).

First note that the payment for any unit is at least v; (apart maybe from cases that appear with zero
probability), otherwise bidder 7 has an incentive to bid less than v; and get a positive utility. For any bidder
J with v; > v;, Pr(z;(b) > 0,2;(b) < d;] = 0, otherwise there exists a sufficiently small € > 0, such that
bidder j has an incentive to deviate from v; to v; + € and receive more units. Therefore, it holds that

Pr(zj(b) =d;, Vjwithv; >v; | z;(b) > 0] =1,
and since Pr[z;(b) > 0] > 0 it holds that
Pr(z;(b) =d;, Vjwithv; > v;] > 0.

Since there are allocations where all bidders with higher valuation that v; receive their demand, itis ) iy >v;
k. Moreover, whenever bidders with valuation at most v; receive units (these bidders must have zero ex-
pected utility since the lower payment is v;), those bidders with valuation higher than v; receive their de-
mand. Overall, bidders with valuation higher than v; receive their demand with probability 1. The rest of
the units are given to bidders with valuation v; (because the payment is at least v;) which leads to optimal
social welfare. g

dj<

Proof of Lemma 10. Suppose on the contrary that there exists only a single bidder i with Epg[u;(b)] > 0
and for any other bidder j # i, Epp[u;(b)] = 0. By Lemma 9, Eyp[zj(b)] = 0, for all j # ¢ and

therefore, Epp[zi(b)] = k. Moreover, since B is inefficient there exists a bidder i’ # i with vy > v;.
Since 7 has a positive expected utility, he receives the units in a price less than v;. If bidder ¢’ bids v;, he can
satisfy his demand which results in a positive expected utility leading to a contradiction. O

Proof of Observation 12. First note that z < v;, otherwise, by Fact 11, Ey,.g[u;(b)] = 0 and i ¢ W (B)
which is a contradiction. The same holds for bidder j.

Since it cannot be the case that the tie-breaking rule always favors both bidders, either bidder ¢ or bidder
7 (or both) can find a small enough ¢ so that transferring all the mass from z to z + ¢ will yield higher utility.
]

Proof of Theorem 13. If z is a mass point for bidder 7, then we are done by Fact 11. If not, then consider
an interval I C Supp(B;) with z € I where nobody has a mass point in it (recall that the other bidders have
no mass point on z, so such I exists). We analyze first the expected utility of a bidder ¢, given that she bids
in I:

E [ui(b) | biel]= E [ E_ [u(bi,by)] | b€l

b~B bz"‘Bz b i i
B /zel Jooier(2) b,EBfi[“i(Zj b_;)]dz
1
Prlb; € 1] /ZEIf (2), By [uilzb-i)ldz (4

where f; is the pdf of B;, and fy, 5,1 is the conditional pdf when b; € I. Note that for all z € [ it holds that
fi(z) > 0 and f; is continuous. Since no bidder has a mass point in I, by Fact 7 and Remark 8 it holds that
Ep_,~B_,[ui(z,b_;)] is also continuous in I as a function of z.

We now use a standard fact from calculus, commonly referred to as the integral version of the mean
value theorem.
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Fact 48. Let f, g be continuous functions on [a, b] such that f is non-negative. Then there exists a ¢ € [a, ]
such that

[t =g [ s@ae

Using this fact, we get that there exists £ € I, so that we can write Equation (14) as

i(z)dz
E [ui(b) | bi € 1) = bi@Bi[uxg,bi)]fZ;;Uffe)ﬂ ~ E [u(eb)

Let u = Ep.plu;(b)]. By Fact 11, what we have established so far is that there exists a { € I for which

E  [ui(&b;)] =wu.

b_;~B_;
Consider now making the interval I smaller and smaller, by taking a sequence I1, I, ... such that in
the limit, I}, collapses to z as k — co. By the previous arguments, for every I, there exists a & such that
Eb_,~B_,[ui(§k, b_i)] = u. In the limit, {; — z and we obtain that Ey, ..g_,[ui(z,b_;)] = u. O

C Missing proofs from Section 3.3

Proof of Lemma 17. Suppose for contradiction that ¢ is a non-empty-handed bidder, and there exists a
bidder j € W(B) \ {¢} (non-empty-handed or not), such that h(B;) > h(B;). Since j € W(B), it must be
that v; > h(B;) and bidder j obtains positive utility when she bids in Supp(B;)N(h(B;), h(B;))] (otherwise
J would have an incentive not to bid above h(B;)). Moreover, Ep g[z;(b) | b; € (h(B;), h(B;)]] = d;,
since outbidding a non-empty-handed bidder guarantees the allocation of a bidder’s entire demand by the
auction. However, bidder j can then benefit from transferring probability mass from (h(B;), h(B;)] to
a point h(B;) + ¢, for some small enough 6 > 0, since it still guarantees the allocation of her entire
demand but for a strictly better price and thus strictly better expected utility. Hence, we have proved that
h(Bj) < h(By).

We will now also prove that h(B;) < max;cw (B)\ (s} #(B;). Consider a bidder j € W(B) \ {i}. If j
is also non-empty-handed, then we can just repeat the argument above by switching the places of ¢ and 7,
and we are done. Otherwise, 7 is the only non-empty-handed bidder and suppose h(B;) > h(B;) for every
j € W(B)\ {i}. Then, whenever bidder ¢ bids above every h(B;), she ranks first, and hence she is granted
all her demand. But then, she has incentives to reduce her bid so that she is still above every h(B;) and win
the same units at a lower price, which is a contradiction. So, h(B;) = h(By\ (;3). Then itis straightforward
to see that h(By\ (51) = h(Bw). O

Proof of Lemma 18. Fix a bidder i and let I C Supp(B;) be any interval such that I ¢ | J; cw®)\{i} Supp(B;).
We distinguish two cases: either I = [¢, h] for £ < h, or I is an isolated point.
For the first case we can establish that ¢ would have an incentive to bid only on £ and still win the same
units at a lower price. Indeed,
E lwi(b) [b e l]= E
@B[a:i(ﬁ,b_i)(vi — bl) ’ b; € I]

[wi(bi ) (vi — by) | by € 1]

= b,,IE:B,i[x"((’ b_;)(v; — )]
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The second equality is due to the fact that no other bidder in W (B) bids in I with positive probability,
whereas the strict inequality follows by the construction of /. This inequality yields a contradiction, by Fact
11, since there exists a profitable transfer of the probability mass of I to the point ¢.

For the second case suppose that I is some isolated point z that ¢ bids with positive probability; z
is isolated because we have assumed WLOG that all intervals defining the domain of a distribution are
closed. Let h = max;cy (B)\ (i} M(Bj). If 2 > h, then i would be benefited by transferring the probability
of bidding = to any point between h and z. If z < h, let 2’ be the maximum point such that [z,2") ¢
Ujew @ iy Supp(B;) (note that z # z'). Then, there exists a bidder ¢’ # i such that, by Theorem 13,
Eb_,~B_,[uir(2';b_ir)] = Eppluy(b)]. Bidding any bid between z and 2’ would result to a higher
expected utility for bidder i’ than Ey, ,p_, [uy(2',b_y)], which is a contradiction to the fact that B is a
Nash equilibrium. g

Proof of Lemma 19. Regarding the first part of the statement, suppose, for contradiction, that there exists a
bidder i € W(b), and a point z € Supp(B;) \ {¢(Bw)} with F;(z) > lim,_,,- F;(z). By Observation 12
there exists no other bidder j € W (B) \ {7} who also bids z with positive probability. We next distinguish
the following cases:

Case 1: There does not exist any bidder j € W(B \ {i}) with an interval I = [z — J,2] C Supp(B;)
for some small enough § > 0. Then by Lemma 18 it must also be that the interval [z — J, z) is not in the
support of bidder 7. Furthermore, [ is not in the support of any other bidder, who do not belong to W (B)
(since z # {(Byy), bidders not in W (B) cannot use an interval of this form, because then they would have
a positive probability of winning). Thus, bidder ¢ could just choose a bid £ € I with £ < z and win the same
units as when bidding z at a lower price, which is a contradiction of B being an equilibrium.

Case 2: There exists a bidder j € W (B \ {i}) with an interval I = [z — §, 2] C Supp(B;) for some small
enough 6 > 0. But then

E [uj(bj,b—j) [ b € [¢ =6, 2]] = bjLEBj [b,EB,j [uj(bj, b—;)] | bj € [z — 0, 2]]

= lim ¥B7 [Uj(f,b,j)]

5—}27 bfj j
= 1‘ E . b_ 1‘ R
E—l)ril7 b_jNB_]‘ [x] (5’ ])] ﬁl—r)r,lz(vj 5)

— d; lim F™9(E) (v, - 2)
E—z—

.1 [ravyg R
<d; lim B ()(v; ~ 2)
The last equality in the above expressions is by Fact 7. The last inequality holds because F;wg has a
discontinuity at z due to the fact that ¢ assigns positive probability to z.
To conclude, the above series of equations imply that there exists a small enough € such that
E [uj(bjbg) [by € [o=d2]l < E_ [uj(z+eby)]

-~B_

—J J
which contradicts B being an equilibrium.

Regarding the second part of the statement, by Observation 12 it cannot be that two bidders have a mass
point on ¢(Byy ). For the sake of contradiction, suppose that there exists a bidder ¢ with Pr[b; = ¢(By)] > 0
and 7 is not a non-empty-handed bidder. Then, the rest of the bidders in W (B) bid higher than ¢(Byy)
with probability one and therefore, bidder ¢ doesn’t win any unit by bidding ¢(Byy). By Theorem 13,
EpBlui(b)] = Epb_,~B_,[ui(¢(Bw),b_;)] = 0, which contradicts the fact that i € W (B). O

Proof of Corollary 23. Suppose for contradiction that there exists an interval (¢', 1) < ;e B)\{i} Surp(B;)
with ¢/ > {(Byw ), b’ < h(Bw ) and this is maximal. Then, let ¢ be a bidder with 2 in their support. By

Theorem 22, F™"9(h') = a0,y and B _glui(b)] = Eb_,~B_,[ui(h', b_)] = u; by Corollary 20.
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Forany = € (¢, 1), F™9(x) = T Sy since (0, 1")  Ujew @)\ iy Supp(Bj). Clearly, EM™9(x) >

(2
W;

Tioi=2) and by bidding x,

. W
b By [wi(@, b)) = dib{(@)(vi - @) > dim(%‘ —z)=u = E [u(b)],
which is a contradiction to B being an equilibrium. ([

D Missing proofs from Section 4.1

Proof of Lemma 26. To prove the first statement, by Lemma 18, we have that Supp(B1) = Supp(Ba).
Also, by Corollary 23, we have that Supp(B;) is an interval. To prove that /(B;) = 0, we utilize Lemma 10
which states that |IW(B)| > 2. Thus, with exactly two bidders, we have that |1/ (B)| = 2, and both bidders
have positive expected utility. Let { = ¢(B;1) = £(Bs). If £ > 0, we will argue that one of the players has
an incentive to deviate to a lower bid.

Note first that by Observation 12, it cannot be that ¢ is a mass point for both bidders. WLOG suppose
that bidder 1 has a mass point at ¢, which by Fact 11, implies she has a positive expected utility, when
playing . At the same time, bidder 2 bids higher than ¢ with probability equal to 1. Hence, there must be
some left over units that bidder 1 wins when bidding ¢ in order to have a positive expected utility. But now
this means that bidder 1 would have a profitable transfer of probability mass to 0 in order to have a zero
payment while obtaining the same number of units. If neither bidder has mass on ¢, we can use Corollary
20 to have that the expected utility of bidder 1 at £ equals E[u;(b)] > 0. Hence, she wins some units with
positive probability when bidding /. But then bidder 1 would win the same number of units by bidding 0
resulting in higher utility, a contradiction to B being an equilibrium.

To prove the second statement of the lemma, we use Theorem 14 that states that at least one of the
bidders, say bidder %, is non-empty-handed and by Lemma 24 we obtain

di+dyg— k
h(B;) = vi————— +d»2 :

O

Proof of Lemma 29. Given ¢, as specified by the statement of the lemma, the definition of the average
distribution of winning bids for the other bidder (denoted as bidder —%), and Equation (4) yield

d_. =~
Fav m; Ffi,mz k—d;+ (di +dy— k)Fi(z v_; — hi(B;

for all z € [¢(B;), h(B;)]. Therefore, we can have the following series of implications for the expected
welfare.
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Ig[xl(b)vl + zo(b)vg] = Ig[x_i(b)(v_i —v;) + kv

—'L' z

= (v-i — v;) IE [E[ i(bi, b )]} + kv;

— d_i(v E[ “”gbl}+kvl

=d_i(v_; — v;) E{ _bBZ}—i-kv,

h(B;) (R
(v — vi)/o f_()Wdz+kvi

—1

h(B;) v — :
= d,i(vfi — Ui) <1 — /0 FZ(Z)@lf(ZB;2)d2> + k"Ui.

The first equality is by observing that z;(b) = k — z_;(b). The third equality follows by Fact 7 whereas
the fourth equality is due to Equation (15). The expectation over b_; is then replaced by the integral, since
only bidder ¢ could have a mass point. The remaining implications are due to integration by parts, and the
proof can be completed by substituting in the last equation the CDF F_;, given by (4). ([

Full Proof of Theorem 25. The properties established so far imply a full characterization of instances that
have inefficient equilibria. To establish Theorem 25, we will group instances into three appropriate classes
and we will solve an appropriately defined optimization problem that approximates the Price of Anarchy for
each subclass to arbitrary precision.

WLOG, suppose we are given a value profile (v,d) = ((v1,d1), (v2, d2)) of k units such that d; > da.
We define the following two quantities, which we refer to as the normalized demands.

d=-—>0 dy=-—=>0 (16)

Essentially, we intend to use vy, va, dy and d> as the variables of the optimization problem mentioned before.

Let B be any inefficient mixed Nash equilibrium. With a slight abuse of notation we view the term
h(B;) as a function of the valuation profile parameters, as established by Lemma 26, and define the functions
hi(v,d) = vi% for i = 1,2. We pair these functions with two additional expressions SW;(v,d) for
1 = 1,2 which are (scaled) restatements of the social welfare of an equilibrium (as stated in Lemma 29),
solely in terms of the value profile (v, d) and k, and without dependencies on the underlying equilibrium
distributions. The reason we are able to do so, is Theorem 27, which tells us what the CDFs are, in terms of
the valuation profile. The exact form of SW;(vy,ve,d1,ds) fori =1,21is

. ha(v.d) T (v — hi(v.d C Noo —hi(v.d
SWi(v,d) = d_;(v_;—v;) (1 _/0 B (dz( zv hi(v,d)) (1-— d—i)) wdz> +v;.

di+dy—1 i — 2 (

To continue, let 7 be a non-empty handed bidder with a mass point at 0 or if no such bidder exists, let 7 be
any non-empty-handed bidder. Then,

kSW;(v,d) = SW(B). A7)

To proceed, we will distinguish the following two cases.
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1. If B

= (B, By) is such that Supp(B1) = Supp(Bs) = [0,v145E2=2], then, by Equation (17),

SW(B) = kSWi(v,d) and by the second part of Theorem 27 it must be that 2> % or, equiva-

lently, in terms of normalized demands as Z—f > %. We split the analysis into the following sub-cases:

(a)

(b)

When v; > w9, the optimal social welfare is determined by allocating bidder 1 her entire demand

and, subsequently allocating bidder 2 the leftover units. Therefore, in this case OPT (v,d) =
7 7 OPT(B di+(1—d: .

vidy + (k= di)vy = k(vidi + (1 = dy)va) and Gl = S”VIV;(;(% e ;. Hence, the Price of

Anarchy of mixed Nash equilibria for this subclass is upper bounded by the optimal solution to

the following problem

vlJl + (1 — Czl)’l)g

max —
v1,02,d1,d> SWi(v1,va,dy, dz)
. vy _ d:
subject to 1> 2 > 2.
V1 d1

(18)

Similarly, when v; < v the optimal social welfare is determined by allocating bidder 2 her
entire demand and, subsequently allocating bidder 1 the leftover units. Therefore, in this case
OPT(B) = vi(k — dg) + davy = k(v1(1 — dg) + vads) and the Price of Anarchy for this
subclass is upper bounded by the optimal solution to the following problem

U1(1 — CZQ) -+ Ugcig

max _
v1,v2,d1,d2 SWl(Ul, Vg, dy, dg)
subject to vy > V1.
dy > dsy.
1> C?Q .

(19)

Note that in this sub-case, we enforce the last constraint that do < 1 (implicitly enforced in
the first sub-case). Since we assumed d; > da, there can be no mixed Nash equilibrium with
ds = 1, because then both bidders are additive, violating the condition of Theorem 14.

2. The final case we need to consider is equilibria B = (Bj, Bs) such that Supp(B;1) = Supp(Bs2) =
[0, vo dl%‘lj_k] when d; < k (recall if d; = £ bidder 1 is non-empty-handed and the support will be as

in the first case). As in the previous case, by the second part of Theorem 27, it must be that Z—; >

di

However, unlike the class of equilibria described in the previous paragraph, it is sufficient to consider

here only the case when v; > vy since, due to our assumption that d; > do, the condition % > o

di

implies that there cannot exist mixed Nash equilibria when v; < vy. Thus, the Price of Anarchy for
this subclass is upper bounded by

1)16?1 + (1 — Jl)vg

max —
v1,v2,d1,d2 SWa(v1,ve, dy, dz)
. vy _ d
subject to ] > i >1
U2 2
1> dy

(20)
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By solving numerically the optimization problems of Equations (18), (19) and (20), we found out that
the worst case instances arise by the sub-case given by (18). In particular, the maximum value for the
objective function we obtained was approximately 1.1095 and the optimal values for the four variables are
v = 1,v9 = 0.526, dy = 1, dy ~ 0.357. This concludes the proof of the upper bound on the Price of
Anarchy. Furthermore, it is not hard to convert the variables to the underlying worst case instance, which
we present in the next paragraph.

Tight Example. Consider an instance of the discriminatory auction for £ > 2 units and n = 2 bidders.
Bidder 1 has value v; = 1 and d; = k, whereas bidder 2 has a value vy = 0.526 and do = [0.357k] units.
Let By, By be two distributions supported in [0, %2] Note that vy > df. In accordance to Equation (4), the
cumulative distribution functions of By and B> are

do
Vo — 1 k—dQ z
Fl(z): 1)2—,]; FQ(Z): d2 1—2"

It is easy to verify that B = (Bj, B2) is indeed a mixed equilibrium. The optimal allocation is for bidder 1
to obtain all k£ units and the expected social welfare of B can be easily derived using Lemma 29. The worst
case inefficiency ratio occurs as k grows and is approximately 1.1095. Therefore, the Price of Anarchy
bound described by the optimization problem of Equation (18) is tight and the proof is concluded. ([l

E Missing proofs from Section 4.2

Proof of Theorem 30. Consider a discriminatory auction instance of k£ > 2 units. Let the number of bidders
be n + 1: one additive bidder, denoted by «, that competes against n < k unit-demand bidders. We assume
that ties are in favor of bidder a.. The value per unit of the additive bidder is 1, whereas the value of the i-th

unit-demand bidder is v;, for 2 = 1, ..., n. The values of the unit-demand bidders are sorted in increasing
order, i.e. v;1 < vy < --- < w, and v, < 1. For convenience, we define, for: = 0, .. ., n, the auxiliary terms
h; = k%nﬂ Moreover, we will later choose the values so that they satisfy the following set of inequalities:
1. Fori=1,...,n—1, m=1i+1,...,n,and every z € [hm—1, h):
m—1
v; — h; Vi — 2 Um — Bm—1 21
=i v — hj—l “vi—h; vUp—z
2. Fori=2,...,n, m=1,...,i— 1,and every z € [hy,—1, hp]:
i—1
vj — h; Um — 2 V; — hy
H i 7 < m 7 i—1 ) (22)
j=mt1 Uj — hj_l Um — hm V; — 2

Let B be a product distribution. The additive bidder « bids according to a distribution B, supported
in [0, h,,] with the cumulative distribution function F,,. F,, is a branch function with n branches, where for
i=1,...,n, the form of F,, at [h;_1, h;], denoted by F, is

n

Falz)=Fi(z) = [] (”f’_hj )”Z’_hi.

=it Uj — hj_l Vi — 2

28



The distribution B; of each unit-demand bidder ¢ = 1,. .., n, is supported in [h;_1, h;], and the form of

its CDF is
k—n

T 1-:z
We now show that this construction is indeed a mixed Nash equilibrium, with the following lemma.

Fi(2)

—(k—n+i-1)

Lemma 49. The profile B is an equilibrium, provided the values vy, . . . , v, satisfy Equations (21) and (22).

Proof. Firstly, when the additive bidder bids the rightmost point in her support h,, = %, this grants her an
allocation of k (since she outbids all the unit-demand bidders) and an expected utility of k(1 — ) = k —n.
Therefore, bidding above h,, is a dominated strategy for bidder «, since she would still win k& units but will
be asked to pay more than h,, = % On the other hand for i = 1,...,n, bidding z € [h;_1, h;), grants
bidder «v an expected utility of
. E  |ua(z,b_g)|lz€hi—1Lh)]=(k—n+i—1+Fi(z)(1—2)=k—n.

Therefore, by taking the expectation over B, on both sides of this equation, we obtain that Ey, g [uq(b)] =
k — n and bidder « has no profitable unilateral deviation.

We now examine the incentives for unilateral deviations of the n unit-demand bidders. For each one
of the unit-demand bidders 7 = 1,...,n, their expected utility for bidding in the interval of their support
(hi—la hl) 1S

Uj

E [ui(zb)|z € (hioyh)] = Fi(z)(wi—2) = [] <—’%> (05— o)

b_;,~B_; =it v — hj_l

and, by taking an expectation on both sides of the above equation, the expected utility of unit-demand bidder

n
j=i+1

Similarly to the additive bidder, no unit-demand bidder is willing to bid higher than h,,, since, even though

this strategy will result in outbidding all other bidders and thus guaranteeing them their unit, it will result

in overpaying. Moreover, bidding 0 would result in losing to the additive bidder « since ties are in favor of

the additive bidder. Finally, no bidder would ever bid v; or above since such a deviation would result in a

non-positive expected utility.

To conclude the proof that this construction is a mixed Nash equilibrium, we need to examine whether
any unit-demand bidder ¢ has an incentive to bid outside her support without exceeding h,. For i =
1,...,m — 1, suppose that the unit-demand bidder ¢ is unilaterally deviating to a point z € [hy,—1, A
such that z < v;, and m € {i+ 1,...,n}. But then, since the value vector is such that Equation (21) holds,
we have that

718

B, b)) = - = [ (25 ) )

b_,~B_; J=m Vi — hjfl

< I1 (252 ) - m) = B, ol

jZit1 vj — hj,1 b~B
Finally, for i = 2,...,n, consider the unilateral deviation of bidder i to an interval [h,,_1, hy,] for m €
{1,...,7— 1}. However, due to Equation (22) we once again obtain that
E (z,b_;)] < E Ju;(b)].
o By (b)) < B ui(b)
Hence, no unit-demand bidder has a unilateral deviation and B is a mixed Nash Equilibrium. O
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Note that the welfare maximizing allocation is to assign all units to bidder ««. Therefore the optimal
social welfare is k. To obtain the worst case instance, given a number of units k£ > 2, and a number of unit-
demand bidders n < k, we need to specify a value vector v so that the expected social welfare is minimized
and Equations (21) and (22) hold. By Lemma 41, we can easily obtain the expression of the expected social
welfare (normalized by k) and, therefore, the optimization problem that yields the most inefficient auction
instance attainable with the above construction given a number of units £ > 2 and a number of unit-demand
bidders n < kis

i ™SS YT (L k) /hi(n’k) vi — hi(n,k) 1—wv;
VIGI%%)I}]-) ! (1 k)ZH ('U]_h]]_(n,k) h V; — 2 (1_2)2dz

i=1 j=i+1 i—1(n,k)
subject to hi(n, k) = k%n—ki’ Vi e {0,...,n}
v; > hi(n, k), Vie{0,...,n}
m—1
h ) m m— . .
Ghi S ViTEU Theer o me 41, ),
; —hi_1 v, —h; Uy — 2
j=i+1 7 J
2 € [hm—1(n, k), hyp(n, k)]
1—1
vj — hj Uy — 2 U — hi—q ) )
Y 2,... 1,...,2—1
_h_l_vm_hm Vi — 2 ) ZG{, 7n}7m€{7 y 0 }7
Jj=m+1 J J

S [hmfl(n, k‘), hm(”) k)]
(23)

We were able to numerically solve a series of optimization problems of the above format given integers k, n
using global optimization routines of the scientific computing library Scipy of Python. We observed that the
worst case instances were those in which the ratio % ~ 37%. For instance, when k¥ = 10 and n = 4, the
above optimization problem yields 0.8941 and therefore the worst case ratio is 1/0.8941 ~ 1.1184, which
is already higher than the Price of Anarchy attainable with two bidders that we have discussed in Section
4.1. If we increase the number of units further to, say, £ = 100 and set n = 37, the optimization problem
yields approximately 0.8925 and therefore the worst case inefficiency becomes 1/0.8925 ~ 1.1204. By
experimenting with very large values of £ and n, the worst case inefficiency differs only in the 5th decimal
digit, hence we have a convergence to 1.1204, using 7 ~ 0.3732.

O

Proof of Lemma 35. For the first statement, note that it cannot be the case that the set difference between
[{(Bw), h(Bw)] and Supp(B,) is a collection of isolated points, since the distributions utilize closed
intervals. Suppose now that there exists an interval I ¢ Supp(B,), with I C [/(By ), h(Bw)]. We can
choose I to be sufficiently small, so that there exists a bidder i € W (B) \ {«} such that I C Supp(B;).
This is feasible, since by Corollary 23 the union of the supports of bidders in W (B) \ {a} is an interval.
Assuming I = [¢/, I], where we can also enforce that ¢/ > ¢(Byy), we obtain

pliplti(P] = E - fui(h',bi)] = (vi — WY ET (W) = (v — 1) di B0 (E)
<, E b)) = E [u(b)]

k3

The first and last equalities above are due to Corollary 20 (since ¢/ > ¢(Byy)), the second equality holds
by Fact 7, and the third equality follows by Observation 34 and the fact that F,,(h') = F,(¢') (because
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I ¢ Supp(B,)) and therefore F{""9 (') = F{*"9(¢'). The contradiction we get establishes the first statement
of the theorem.
To prove the second statement, suppose for contradiction that there exist two bidders ¢, j € W(B) \ {a}

such that v; # v; and an interval I C Supp(B;)NSupp(B;). By Theorem 22, we obtain F{**9(z) = T

and since again by Observation 34, F/""9(2) = F,(z), we conclude that Fy,(z) = Tty forz € 1.
Now for bidder j, and every z € I we obtain

Wi
b B (2 D] = diFa(2)(v; — 2) = djdz-(Tl_Z)(vj - 2).

The right hand side must be the same for all z € I by Corollary 20. However, this is a contradiction since

this can only be true for an infinite set of values for z, only when v; = v;. ([l

Proof of Theorem 37. We first construct the value profile (v’,d’) and the product distribution B’. We then
argue that they follow the three properties in the statement of the theorem. Firstly, we construct the valuation
profile (v/,d’) by modifying the profile (v, d) as follows: we replace every bidder i € W (B) \ {«} with
d; unit-demand bidders, each of them having value v;. All other bidders (the additive bidder and the losing
bidders) retain their values and demands.

We construct the product distribution B’ from B as follows. We let bidders o and A\ W (B) to bid as
before. This leaves us only the newly generated unit-demand bidders. These bidders use the same CDF, and
on the same support, as the bidder they were derived from. This completes the description of B’.

Now that we have defined B’ the first property follows easily by observing that the bidders with positive
expected utility are precisely all the newly generated unit-demand bidders as well as bidder «.

To see that B’ is an equilibrium, note that the losing bidders have no incentives to deviate, just as in
B. Since the CDF of bidder « has not changed, the unit-demand bidders have no incentive to deviate
because they face the same competition from « as the bidders in B. If there was a successful deviation by
a unit-demand bidder, this would directly translate to a deviation in B. The same is true for the additive
bidder since she also sees the same competition on average, and this does not affect the improvement of her
expected utility .

Finally, it is very easy to see that S (B) = SW(B'), and also that OPT'(v,d) = OPT(v’,d’), which
establishes the last statement. O

Proof of Lemma 38. If B is such that no support intervals intersect for unit-demand bidders, we are done.
Otherwise, there exists an interval in which more than one unit-demand bidders bid. Let S C Wg \ {a} be
such a set of unit-demand bidders and let I; = | J;c g Supp(B;).

Consider the perspective of bidder o when she bids at I; € [L, R|. Her average CDF of winning bids
when bidding in I is by Theorem 22

Dj(va—r)

Fa™z) = k(v —2)

Suppose that we partition the interval [L, R] to D; — Dj — 1 disjoint subintervals and assign each bidder to
one of them. Fori = 1,...,D; — D;_1, the CDF of bidder ¢ will be such that the equation above remains
satisfied. This means that

(Dj)(va - R)

Vo — 2

F,(z) = _(k_Dj—l_(i_l))a

and for every two p;, pt + 1 it must be that

(k—=n+Djq1+i)(va —pi) =(k—n+Dj1+i+1)(va — pit1)
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These points are clearly inside the interval [L, R)].

We partition the interval I; into |S| intervals. Then, we assign a unit demand bidder in .S to bid in a
different subinterval with the CDF function H. Call this new product distribution B’. Similarly to Theorem
37, it is clear that the incentives of the small bidders remain unchanged since bidder a did not change their
distribution. The same is true for bidder « due to the transformation we defined above. This concludes the
proof. U

Proof of Lemma 41. For brevity we denote ¢(5,) as £ and, for j = 1,...,n, we denote h(B;) as h;.
We have that

SW(B)= E [b E_ [Zxxb)vz-”
T LT T Li=

n n hi n
=Fo(O)(k—n+> vj)+ Z/ faity | Fil2)(va —v)) +valk —n+i—1)+ Y v | dz
j=1 i=1 7 hi—1

j=i

n n hi n
=F.(0)(k—n+) vj)+ Z/ Faitey | Fil2)(va —vi)) +valk —n+i—1)+ Y v | dz
=1 i=1 Y hi—1 j=i

n n h; .
ZFa(f)(k—n+Zvj)+Z/h Jaiz) M(%—%HW%—HHH > v
j=1 i=1 7 Ni-1

Vg — R
a j=i+1

By integrating the integral by parts, rearranging terms and substituting F; by Equation 8 we obtain Equation
12. O

F Missing proofs from Section 5

Proof of Theorem 43. Consider an instance of the discriminatory auction for k¥ > 2 units and n = 2
bidders. Letd € {1,...,k — 1} be an integer to be specified later and let h = % < 1. The type of bidder
1is (1, k) (i.e., deterministically additive with a value of 1 for each of the k units). The type of bidder 2 is
(va, d) where vo is drawn from a continuous distribution V5. Both bidders reveal their demands. Bidder 1
bids a mixed strategy according to the distribution B; supported in [0, h]. We denote the (continuous) CDF
of By as F; and will present its formula in the sequel. Moreover, we denote by f; its probability density
function.

Given a value vy drawn from V5, the second bidder bids according to some bidding function be(vs)
that maps the drawn value vy to a bid. Therefore, for each value vs, bidder 2 specifies a pure strategy bid.
Nevertheless, due to the randomness of the value distribution Vs, bidder 1 competes against mixed strategies
and observes a CDF 1_h

I~ _
B =r—
that describes the distribution of the random variable bz (v2) € [0, h] which we denote as Ba(V53).

Optimality of bidding function by(-) Consider the utility maximization problem of bidder 2. For all
values v9 drawn from distribution V5, bidder 2 must, at a Bayes Nash equilibrium, specify a pure bid by €
[0, h] that maximizes her expected utility, i.e.

E [29(b1,bo)](vs — by) & dFy (b2) (v — by),
o120 By [02(b1, )] (02 = ba) & max dFy (ba)(vz = bo)
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and the equivalence is due to the fact that the sole source of competition for bidder 2 is bidder 1. Working
backwards and viewing the value of bidder 2 as a function of her bid (which is the inverse of the bidding
function), and taking first order conditions with respect to b2, we obtain that

F1(b2)
fi(ba2)’

Hence, a utility-maximizing bidding function satisfies Equation (24).

We now argue that this auction instance is a Bayes Nash Equilibrium. Firstly, neither bidder has an
incentive to bid above h, as bidding h already guarantees them their entire demand. Moreover, lying about
one’s demand is also a weakly dominated strategy for both bidders.

When bidder 1 declares a bid z € [0, k], her utility is

va(b) = ba +

by € (0, h]. (24)

, EV [ui(z,b2(v2))] = (k—d+dFa(2))(1—2)=k—d
2~ V2
Therefore, since the expected utility of bidder 1 is k — d and is a constant at every subinterval of her support,
bidder 1 has no incentive to deviate unilaterally.

In the case of bidder 2, we have chosen her bidding function bs(v3) to be one that satisfies Equation
(24). Since this bidding function maximizes her utility, it holds that, given a type vo

E [za(b,b2(v2)](v2 = b2(v2)) > E_ [w2(b1, )] (v2 — V)
bi~B1 bi1~B1

for all ¥’ € [0, h]. Therefore, this instance is a Bayes Nash Equilibrium.

The expected social welfare of this BNE is

h
E E [%1(51,()2) + xg(bl,bg)vz(bg)]] :/0 fg(z) ( EB [wl(bl,z) +x2(b1,z)v2(z)]> dz

bQNBQ(VQ) bl’\‘Bl bl’\‘ 1

:/Ohfg(z) (k:— E [xg(bl,z)](l—vg(z))) dz

bi~B1

= k:/ohfg(z) (1 — hFy(2) (1 - ?;8)) dz

- k(lh_h) /Uh i _12)2 <1—hF1(z) <1—z— 1253)) dz
(25)

The third equality in the above derivation is due to Equation (24). In Equation (25) the social welfare of this
instance is written in terms of h = % and the functions F7 and f7.

We have already shown that this instance is in fact a Bayes Nash Equilibrium for any continuous function
F supported in [0, h]. The question remains which function Fj (and consequently f; as its derivative) should
we choose. Ideally, we would want to pick the continuous and increasing function F} that minimizes the
expected social welfare as long as Fij(h) = 1. This is possible, as Equation (25) is a well-posed problem
of variational calculus, a field of mathematics with a goal of finding functional maxima and minima. Using
such an approach (solving the Euler-Lagrange equation of the problem), we were able to determine that the
function
W (—e 1(1—h)?)
W(—e 1(1 —x)?)

Fi(z) =

is such a functional minimum for Equation (25).
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Therefore, by replacing F} and f; into Equation (25) and subsequently optimizing with respect to h €
(0,1) we obtain a value of approximately 0.8925k for the expected social welfare. Finally we observe that
for all z € [0, k] it holds that

F
v(z) =z + f((z)) =24+ (1 -2)1+W(—e1-2)?) <1
z
and therefore, the optimal social welfare is k. Thus we have obtained a bound of 1.1204 and the proof
follows. U
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